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Abstract

In this work, we develop numerical schemes for mechano-chemical fluid-structure interactions with long-term effects. We investigate a model of a growing solid interacting with an incompressible fluid. A typical example for such a situation is the formation and growth of plaque in blood vessels. This application includes two particular difficulties: First, growth may lead to very large deformations, up to full clogging of the fluid domain. We derive a simplified set of equations including a fluid-structure interaction system coupled to an ODE model for plaque growth in Arbitrary Lagrangian Eulerian (ALE) coordinates and in Eulerian coordinates. The latter novel technique is capable of handling very large deformations up to contact. The second difficulty stems from the different time scales: while the dynamics of the fluid demand to resolve a scale of seconds, growth typically takes place in a range of months. We propose a temporal two-scale approach using local small-scale problems to compute an effective wall stress that will enter a long-scale problem. Our proposed techniques are substantiated with several numerical tests that include comparisons of the Eulerian and ALE approaches as well as convergence studies.

1 Introduction

In this article, we tackle fundamental problems of chemically reacting fluid-structure interactions (FSI) and design numerical approximation schemes specially suited to challenging applications. The prototypical application under consideration is the formation and growth of plaques in blood vessels. Typical challenges are threefold: first, a large coupled system of reaction, fluid- and solid-dynamics. Second, very large deformation up to a clogging of blood vessels. Third, the necessity to incorporate a wide range of time-scales, which includes the mechanical dynamics of the pulsating heart flow (< 1 s) and ranges up to several months, the typical scale for plaque growth. Another application (with small deformation, however) is the investigation of chemical flows in pipelines, where long-time effects of weathering, accelerated by the transported substances, cause material alteration. Although we focus on plaque formation, the numerical schemes presented in this paper cover a wider and more general scope.
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To face the different challenges, we need a method that is able to handle large deformations and secondly, that can incorporate the range of temporal scales. Numerically, this second request demands for robust implicit discretization schemes, which allow to use large time-steps. In terms of fluid-structure interactions, only monolithic formulations allow for strictly implicit schemes. In biomedical applications, monolithic schemes are preferable anyway, as the stiff coupling coming from similar densities of blood and tissue, known as the added-mass effect\(^{[12]}\), calls for strongly coupled methods.

In general, FSI methods are classified into interface-tracking and interface-capturing methods. The most popular interface-tracking methods are ALE-type (arbitrary Lagrangian-Eulerian) approaches\(^{[17,27,40,41]}\). On the other hand, with interface-capturing methods, the interface is typically not resolved by the mesh geometry.\(^{[5,16,19,32]}\) These approaches are usually not restricted by the extent of the deformation. Also, contact and topology changes might be incorporated.\(^{[35,44]}\) On the downside, interface-capturing methods suffer from a reduced accuracy at the interface, as it cannot be resolved by standard discretization methods. Both the spatial and the temporal discretization is a challenge. For spatial discretization, interface-capturing methods are often combined with enriched or modified finite elements schemes\(^{[23,24,33]}\) or they incorporate a coupling based on Nitsche’s method\(^{[10,25]}\).

Among the multitude of different approaches, we apply the fully Eulerian method\(^{[19,36]}\) together with a locally modified parametric finite element scheme\(^{[22]}\), which accurately resolves the moving interface without the need of remeshing and without adding new degrees of freedom. For validation, we derive the complete system of equations including solid growth also in ALE coordinates. We present simulation results for both an ALE and a fully Eulerian approach.

For modeling of chemically induced material alteration and growth we follow the work of Rodríguez et al.\(^{[37]}\). We use a multiplicative decomposition of the deformation gradient into an elastic part and an active part that describes the growth and depends on the concentration of chemical species (see also\(^{[30]}\)).

To describe plaque growth, we introduce a simplified system, which is based on a detailed model coupling fluid-structure interactions with active growth and a chemical reaction system. The latter one describes the migration of monocytes through the vessel walls and the deformation into macrophages in foam cells, which finally cause growth and deformation and alteration of the vessel walls.\(^{[49]}\) The plaque formation model is significantly simplified as only homogeneous tissue material and a Newtonian model for blood flow are considered. The chemical system describing transformation and growth processes is reduced to a single scalar ordinary differential equation (ODE). One consequence of these simplifications is that they prevent a direct comparison to experimental or clinical results.

Simulations of plaque growth must extend over large periods of time. The migration rate of monocytes, however, is strongly influenced by the hemodynamical forces on the vessel walls. These depend significantly on the pulsation of the blood flow. A direct simulation that resolves this short time scale and that covers a period of months is out of bounds. This very fundamental problem occurs in various applications, such as the mechanical weathering of constructions induced by the periodic cycles of day and night (due to temperature effects). A detailed and generic analysis as well as efficient numerical tools are still missing.

For plaque formation, most approaches use an averaging in time and focus on the long-scale dynamics only.\(^{[13,49]}\) In the present paper, we present a new technique, that employs the solution of short-term systems, which resolve the pulsation of the flow in order to determine an effective parameter, namely the wall stress in main stream direction. Numerical simulations in Section 5.2 will show, that the incorporation of these fine scales has a considerable effect on the overall dynamics. Secondly, we formulate the coupled problem in Eulerian coordinates to allow for large deformation and growth of plaques up to a complete clogging of the vessel. This Eulerian
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formulation of a fluid-structure interaction problem with chemically induced growth is not restricted to plaque growth but might be applied in various applications.

The organization of our article is as follows: In Section 2, we introduce the coupled model for mechano-chemical fluid-structure interactions based on a simplified model for plaque growth. We formulate a long-scale problem for the coupled FSI-growth dynamics as well as a short-scale problem that will serve to estimate an effective wall stress. Furthermore, we briefly recapitulate the Eulerian formulation of the coupled set of equations. In Section 3, we derive the monolithic variational formulations in ALE and fully Eulerian coordinates. Section 4 gives a short overview of the discretization techniques used to approximate the differential equations. We present numerical results that allow us to compare the different modeling schemes in Section 5. Finally, we conclude in Section 6.

2 Modeling

We introduce a simplified model that describes the formation and growth of plaques in large blood vessels. For simplicity, we denote by $\Omega(t) \subset \mathbb{R}^2$ a two-dimensional domain, split into the vessel wall $\mathcal{S}(t) \subset \mathbb{R}^2$ and the fluid domain $\mathcal{F}(t) \subset \mathbb{R}^2$, occupied by blood. The interface between fluid and solid is denoted by $\Gamma_i(t)$, see Figure 1. We model blood as an incompressible, isothermal, Newtonian and homogeneous fluid, see e.g., [21]. The vessel wall is described by the St. Venant Kirchhoff material law [14]. These models must be considered as simplification suitable for the study at hand. For advanced modeling of hemodynamical configurations, we refer to the literature [21,26,29]. Growth of the solid is modeled by a multiplicative decomposition of the deformation gradient, see [37] and Section 2.3.
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Figure 1. Configuration of the domain and mechanism of plaque formation. Left: Domain in reference configuration split into fluid part $\mathcal{F}$ and solid $\mathcal{S}$ divided by the interface $\Gamma_i$. Right: Domain in the current (Eulerian) description with plaque formation and narrowing of the vessel.

2.1 Modeling of plaque growth

For a derivation of the full model describing the bio-medical background and the mechano-chemical dynamics of plaque formation and plaque growth, we refer to [42,48,49,51] and the references therein. In short, the biological mechanism is evolving as follows (compare Figure 1): First, monocytes are transported by an advection-diffusion process within the blood flow. Secondly, they penetrate damaged parts of the vessel wall where they are transformed to macrophages. The migration rate depends on the wall stress and the damage condition of the wall. Thirdly, within the vessel wall, the macrophages are transformed into foam cells (called $c_s$). Finally, accumulation of foam cells leads to plaque growth. This mechano-chemical process involves a large variety of different coupled effects such as geometrical deformations, mechanical remodeling and alteration of blood and tissue behavior. Most of these effects are not completely understood. We refer to the works of Ambrosi, Humphrey et al. [1,28] and the literature cited therein for detailed modeling of growth and remodeling in vascular mechanics.
The process of plaque formation is coupled to the dynamics of the fluid-structure interaction problem. Due to hemodynamical forces driven by the pulsating flow, the geometry deforms substantially. Furthermore, the formation of plaques significantly changes the domains. Finally, the hemodynamical forces influence the penetration of monocytes into the vessel wall and therefore a two-way coupled problem must be considered. The complete set of equations is given by

\[
\begin{align*}
\rho_f (\partial_t v_f + v_f \cdot \nabla v_f) - \text{div} \sigma_f &= 0 & \text{in } \mathcal{F}(t), \\
\text{div} v_f &= 0 \\
\rho_s (\partial_t v_s + v_s \cdot \nabla v_s) - \text{div} \sigma_s (c_s) &= 0 & \text{in } \mathcal{F}(t), \\
\partial_t u_s + v_s \cdot \nabla u_s - v_s &= 0 \\
\sigma_f n_f + \sigma_s n_s &= 0 & \text{on } \Gamma_i(t), \\
v_f &= v_s.
\end{align*}
\]

Here, \( v_f \) and \( v_s \) stand for the fluid and solid velocity. By \( \rho_f \) and \( \rho_s \) we denote the densities of blood and of the vessel wall and by \( n_f \) and \( n_s \) the outer normals of the fluid and solid domain, respectively. The solid growth in (1) depends on the concentration of foam cells \( c_s \) and enters the equation via the solid stress tensor \( \sigma_s \). The concentration of foam cells \( c_s \), on the other hand, depends on the fluid wall stress \( \sigma_{WS} \) as described below. Models for the material laws for the stress tensors \( \sigma_f \) and \( \sigma_s \) including solid growth will be given in Section 2.3.

For modeling the accumulation of foam cells \( c_s \) in (1), we consider the simplified ODE model

\[
\gamma (\sigma_{WS}) = \gamma_0 \left( 1 + \frac{\sigma_{WS}}{\bar{\sigma}} \right)^{-1}, \quad \bar{\sigma} = \frac{50 \text{ g \ cm}^{-2}}{\text{c m \ s}^2}, \quad \gamma_0 = 5 \cdot 10^{-7}, \tag{2}
\]

where by \( \sigma_{WS} \) we denote the mean wall stress in the main flow direction, averaged over the entire fluid-structure interface (see Figure 1)

\[
\sigma_{WS} = \int_{\Gamma_i} \sigma_f n_f \cdot e_1 \, d\sigma.
\tag{3}
\]

The exact role and influence of the wall stress on the migration rate is not yet completely understood. For a further discussion, we refer to [7,15]. Growth - depending on \( c_s \) - will take part in the middle part of the vessel walls, see Figure 1 and Section 5 for details. Rather than developing a quantitative model, we concentrate in this paper on a robust numerical framework for the coupled long-term dynamics of fluid-structure interaction with active growth processes and large deformation. Hence, the approximation of the chemical dynamics play a minor role.

### 2.2 Separation of the temporal scales

One of the major challenges in plaque modeling are the different time scales: while the heart beats once in about every 1s, plaque growth takes place in a time span of months, i.e. \( > 1000000 \text{s} \). Although all scales have a significant influence on the coupled dynamics, a numerical simulation will not be able to resolve each detail while following the long-term process. Instead, we - as most approaches - consider an averaged flow problem and focus on the long-scale dynamics of (2). To incorporate the effects of the short-scale dynamics, we compute effective wall stresses with the help of isolated small-scale simulations.

Accurate handling of the different time-scales is an open problem. Most approaches use an averaging in time and focus only on the long-scale dynamics [13,49]. Here, we will introduce two
different models: first a long-scale problem, that basically corresponds to the averaging approaches found in literature. The long-scale time variable is denoted by $\tau$, measured in units of days. Secondly, we introduce local short-scale problems resolving the pulsating flow in a short time scale denoted by $t$, measured in seconds. These problems will be used to compute an effective wall stress guiding the long-scale computations.

Remark 2.1 (Partitioning of the temporal scales). To separate the long-scale problem from the short-scale influence, we make the following assumptions: considering the long scale $\tau$ (days), dynamic effects of the mechanical fluid-structure interaction system do not play a role. Instead, fluid and solid are assumed to be in a stationary limit. As the long-scale problem cannot resolve the pulsating flow, a time-averaged inflow velocity $\bar{v}^{in}$ is taken as boundary condition. The only remaining temporal effect in the long-scale problem is that of the evolving chemical dynamics causing material growth. The short-scale effect is given by the nonlinear dynamics of the pulsating blood flow on the effective wall stress. We assume, that during the short time-period $[\tau$ (days), $\tau$ (days) + $\delta t$ (s)] (where $\delta t$ is a time span of the short-scale problem, e.g. the time of 3 heart beats), no significant change in chemistry (growth) takes place. Furthermore, we assume, that the influence of the short-scale dynamics on the initial condition is small. This is important, as exact initial data is not available for isolated short-scale problems. This assumption is justified by the damping of the viscous fluid.

By the assumptions outlined in Remark 2.1, we can formulate the long-scale problem including growth:

**Problem 1 (Long-Scale Growth).** In $I = [0,T]$ days, find fluid-velocity $v_f$, pressure $p_f$, solid deformation $u_s$, and cell concentration $c_s$ given by

$$\rho_f v_f \cdot \nabla v_f - \text{div} \sigma_f = 0, \quad \text{div} v_f = 0 \quad \text{in } \mathcal{F}(\tau)$$

$$- \text{div} \sigma_s(c_s) = 0 \quad \text{in } \mathcal{F}(\tau)$$

$$v_f = 0, \quad \sigma_f n_f + \sigma_s(c_s)n_i = 0 \quad \text{on } \Gamma_i(\tau)$$

$$\partial_t c_s = \gamma(\sigma_s), \quad c_s(0) = 0 \quad \text{in } \mathcal{F}(\tau).$$

The boundary data is given by

$$v_f = \bar{v}^{in} \text{ on } \Gamma_f^{in}, \quad \rho_f v_f n \cdot \nabla v_f - p_f n = 0 \text{ on } \Gamma_f^{out}, \quad u_s = 0 \text{ on } \Gamma_i,$$  \hspace{1cm} (5)

where $n$ is the outward facing normal vector and $\bar{v}^{in}$ is an averaged inflow profile that depends on the width of the blood vessel and that will be specified in Section 5. The average inflow rate reflects the average blood flow during one cardiac cycle.

As second problem, we consider the short-scale problem of a pulsating flow. Here, we assume, that the time-scale is so short (some few cycles of the pulsation, e.g. $\delta t \approx 3s$), that further growth can be neglected. Hence, at time $\tau$ we freeze the growth and consider the problem:

**Problem 2 (Short-Scale Pulsation).** For $\tau \geq 0$ days let $c_s(\tau)$ be given. In $I^* = [\tau \text{ days}, \tau \text{ days} + \delta t \text{ s}]$ find fluid-velocity $v_f$, pressure $p_f$, solid deformation $u_s$, and velocity $v_s$, given by

$$\rho_f (\partial_t v_f + v_f \cdot \nabla v_f) - \text{div} \sigma_f = 0, \quad \text{div} v_f = 0 \quad \text{in } \mathcal{F}(t)$$

$$\rho_s (\partial_t v_s + v_s \cdot \nabla v_s) - \text{div} \sigma_s(c_s(\tau)) = 0, \quad \partial_t u_s + v_s \cdot \nabla u_s - v_s = 0 \quad \text{in } \mathcal{F}(t)$$

$$v_f = v_s, \quad \sigma_f n_f + \sigma_s(c_s(\tau)) n_i = 0 \quad \text{on } \Gamma_i(t).$$

The boundary data is given by:

$$v_f(t) = v^{in}(t) \text{ on } \Gamma_f^{in}, \quad \rho_f v_f n \cdot \nabla v_f - p_f n = 0 \text{ on } \Gamma_f^{out}, \quad u_s = 0 \text{ on } \Gamma_i,$$  \hspace{1cm} (7)

where $v^{in}(t)$ is a pulsating velocity profile, that depends on the width of the blood vessel and will be specified in Section 5.
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\[ \hat{F}_e = I + \hat{\nabla} \hat{u}_s, \]

Figure 2. Volume elements \( \hat{V}, \hat{V}_g, V \) and deformation gradients linking them. \( \hat{V} \) denotes the stress-free Lagrangian configuration, \( \hat{V}_g \) an intermediate (non-physical) configuration after growth and \( V \) the current volume element.

The idea behind this two-level approach is to use the short-scale problem for the determination of an effective wall stress entering the long-scale problem. New coefficients must be computed, whenever the growth led to a significant modification of the geometry. An automatic feedback approach is possible by means of model error estimation, see [6]. This, however, is subject to current research.

2.3 Material laws and modeling of growth

We model blood as an incompressible Newtonian fluid, such that the Cauchy stresses are given as

\[ \sigma_f = \rho_f \nu_f (\nabla v_f + \nabla v_f^T) - p I, \]  

(8)

where by \( \rho_f \) we denote the density and by \( \nu_f \) the kinematic viscosity of blood.

For the vessel wall, we consider the Saint Venant-Kirchhoff model, with the 1st Piola-Kirchhoff stress \( \hat{P}_e = \hat{F}_e \hat{\Sigma}_e : \)

\[ \hat{P}_e = 2 \mu_s \hat{F}_e \hat{E}_e + \lambda_s \hat{F}_e \text{tr}(\hat{E}_e)I, \quad \hat{E}_e := \frac{1}{2}(\hat{F}_e^T \hat{F}_e - I), \]  

(9)

where the hats indicate, that all these quantities are given in the Lagrangian reference system. By \( \hat{F}_e \), we denote the elastic deformation gradient that will be specified below, by \( \mu_s \) and \( \lambda_s \) the Lamé material parameters.

For incorporating growth, we follow the ideas of Rodriguez and co-workers [37]. We shortly recapitulate this concept and refer the reader to Figure 2. By \( \hat{V} \) we denote the Lagrangian, stress-free and growth-free reference system. By \( \hat{V}_g \) we denote an intermediate system, that results from active growth. \( \hat{V}_g \) can be considered as stress-free, but as non-physical, as growth results in an overlapping of control volumes. Finally, \( V \) is the current configuration which is stress-loaded and which is physically adjusted to the grown intermediate configuration. The deformation \( \hat{u}_s \) describes the full transition from \( \hat{V} \) to \( V \):

\[ \hat{T}_i := \text{id} + \hat{u}_s : \hat{V} \to V, \quad \hat{F}_i := \hat{\nabla} \hat{T}_i = I + \hat{\nabla} \hat{u}_s, \]  

(10)

where \( \text{id} \) denotes the identity. By \( \hat{T}_g \) we denote the transition caused by active growth

\[ \hat{T}_g : \hat{V} \to \hat{V}_g, \quad \hat{F}_g := \hat{\nabla} \hat{T}_g. \]  

(11)

As \( \hat{V}_g \) is considered to be stress-free, the elastic response is only based on the mapping \( T_e \) between \( \hat{V}_g \) and \( V \)

\[ \hat{T}_e : \hat{V}_g \to V, \quad \hat{F}_e := \hat{\nabla} \hat{T}_e, \]  

(12)
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see also Figure 2. Given a growth model $\hat{T}_g$, the elastic deformation gradient $\hat{F}_e$ can be computed from the total deformation gradient $\hat{F}_s = I + \hat{\nabla} \hat{u}_s$ by

$$\hat{F}_s = \hat{F}_e \hat{F}_g \iff \hat{F}_e = \hat{F}_s \hat{F}_g^{-1}.$$  \hspace{1cm} (13)

In this article, we use an isotropic growth tensor $\hat{T}_g(\tau) : \hat{V} \to \hat{V}_g$ such that with (13) it follows that

$$\hat{F}_g = \hat{g} I \Rightarrow \hat{F}_e := \hat{g}^{-1} \hat{F}_e.$$  \hspace{1cm} (14)

Here, \( \hat{g} = \hat{g}(\hat{x}, \tau) \) is a scalar function depending on the concentration of foam cells $c_s$ that will be specified in Section 5. \( \hat{g}(\hat{x}, \tau) \) varies in the long time-scale $\tau$ (days).

Altogether, the elastic Green Lagrange strain is given by

$$\hat{E}_e = \frac{1}{2} (\hat{F}_e^T \hat{F}_e - I) = \frac{1}{2} (\hat{g}^{-2} \hat{F}_e^T \hat{F}_e - I)$$  \hspace{1cm} (15)

resulting in the Piola-Kirchhoff stresses

$$\hat{F}_e \hat{\Sigma}_e = \hat{P}_e = 2 \mu \hat{F}_e \hat{E}_e + \lambda_i \text{tr}(\hat{E}_e) \hat{F}_e = 2 \mu \hat{g}^{-1} \hat{F}_e \hat{E}_e + \lambda_i \hat{g}^{-1} \text{tr}(\hat{E}_e) \hat{F}_e.$$  \hspace{1cm} (16)

3 Monolithic schemes for the coupled problem

In this section, we derive monolithic variational formulations for Problems 1 and 2. For both of these problems we will derive two formulations, first, in Section 3.1 based on arbitrary Lagrangian-Eulerian coordinates (ALE). Second, in Section 3.2 we derive the variational formulation in fully Eulerian coordinates.

In ALE formulations, the fluid problem is mapped onto a fixed reference system $\hat{\mathcal{F}}$ that matches the Lagrangian solid system on $\hat{\Gamma}_i$. All the domain motion, whether by growth or elasticity will be implicitly captured in the reference map $\hat{T}_s(t) : \hat{\mathcal{S}} \to \mathcal{S}(t)$ and the ALE map $\hat{T}_f(t) : \hat{\mathcal{F}} \to \mathcal{F}(t)$. ALE formulations are well-established and can be regarded as standard formulation for fluid-structure interaction problems (see\[^{[8,9,18]}\] and the many references cited therein). They have also been applied to plaque growth problems\[^{[50]}\].

Second, we propose an alternative formulation, that is based on the Eulerian description of both problems, as formulated in (4) and (6). The Eulerian formulation has the benefit that it can easily handle very large deformations, up to contact. This is usually a weak point of standard ALE formulations if no additional algorithms such as remeshing are used.

From the approximation point of view, the major difference between ALE and Eulerian formulations is the kind of interface representation. In ALE, the interface $\hat{\Gamma}_i$, between fluid and solid is fixed and will not move. It is tracked by the mappings $\hat{T}_f$ and $\hat{T}_f$ and can be resolved by the mesh at all times. This ensures very good approximation properties and it simplifies numerical discretization and solver techniques. In contrast, the Eulerian interface $\Gamma_i(t)$ moves with time and must be captured, as it cannot be resolved exactly within reasonable computational cost. The possibility to cope with very large deformations will come at the cost of approximation quality and ease of discretization.

3.1 The coupled model in ALE coordinates

The idea behind ALE formulations for fluid-structure interaction problems is to couple the solid problem in Lagrangian coordinates to the formulation of the fluid problem on a fixed reference
We denote the fluid reference domain by $\hat{\Omega}$. With these preparations, we can formulate the variational systems of Problems 1 and 2 in ALE coordinates:

$$d_i \hat{v}_i - \nabla \cdot (\hat{F}_\tau \hat{\Sigma}_\tau) = 0, \quad d_i \hat{u}_i = \hat{v}_i,$$

where the elastic deformation gradient depends on the growth tensor and is defined in (13).

We denote the fluid reference domain by $\hat{\mathcal{F}}$, and use $\mathcal{F} = \mathcal{F}(0)$, the initial fluid domain. By

$$\hat{T}_f(t) : \mathcal{F} \rightarrow \mathcal{F}(t), \quad \hat{F}_f := \hat{\nabla} \hat{T}_f, \quad \hat{J}_f := \det(\hat{F}_f),$$

we introduce the ALE-map onto the (moving) Eulerian domain. A hat “$\hat{}$” will always denote the use of the reference coordinate system in the fluid-domain and the Lagrangian system in the solid-domain.

Given an ALE map $\hat{T}_f$ (we will get back to the exact definition later), the Navier-Stokes system can be transformed onto the reference domain $\hat{\mathcal{F}}$, see [17,36]:

$$\hat{J}_f \rho_f \left( \hat{\nabla}_i \hat{v}_f + \hat{F}_f^{-1} (\hat{\nabla}_i \hat{T}_f) \cdot \hat{\nabla} \hat{v}_f \right) - \nabla \cdot (\hat{J}_f \hat{\sigma}_f \hat{F}_f^{-T}) = 0,$$

$$\nabla \cdot (\hat{J}_f \hat{F}_f^{-1} \hat{v}_f) = 0,$$

and where the Cauchy stresses, in ALE representation are given as

$$\hat{\sigma}_f := \rho_f \hat{v}_f (\hat{F}_f^{-1} \hat{\nabla} \hat{v}_f + \hat{\nabla} \hat{v}_f \hat{F}_f^{-T}) - \hat{p}_f \hat{I}.$$

Hereby, the reference velocity $\hat{v}_f$ in ALE coordinates is linked to the Eulerian velocity $\hat{v}_f$ by the relation

$$\hat{v}_f(\hat{x}, t) = v_f(x, t), \quad x = T_f(\hat{x}, t).$$

The domain $\mathcal{F}(t)$ is not given a priori, but a result of the coupled dynamics. Likewise, the ALE map $\hat{T}_f(t)$ must be implicitly constructed. We introduce an artificial fluid-domain deformation $\hat{u}_f$ and define

$$\hat{T}_f(\hat{x}, t) := \hat{x} + \hat{u}_f(\hat{x}, t),$$

where $\hat{u}_f$ is an extension of $\hat{u}_s$ from the interface $\hat{\Gamma}_i$ to the fluid-domain. Various approaches for the definition of this ALE extension are discussed in literature [38,43]. Here, we choose two different realizations. First, the harmonic extension

$$-\Delta \hat{u}_f = 0 \text{ in } \mathcal{F}, \quad \hat{u}_f = \hat{u}_s \text{ on } \hat{\Gamma}_i, \quad \hat{u}_f = 0 \text{ on } \partial \mathcal{F} \setminus \hat{\Gamma}_i,$$

and second, the biharmonic extension

$$\hat{\Delta}^2 \hat{u}_f = 0 \text{ in } \mathcal{F}, \quad \hat{u}_f = \hat{u}_s \text{ and } \hat{n} \cdot \hat{\nabla} \hat{u}_f = \hat{n} \cdot \hat{\nabla} \hat{u}_s \text{ on } \hat{\Gamma}_i,$n$$

$$\hat{u}_f = \hat{n} \cdot \hat{\nabla} \hat{u}_f = 0 \text{ on } \partial \mathcal{F} \setminus \hat{\Gamma}_i.$$

The harmonic extension can be considered to be the most simple and efficient one. In particular for problems with reentrant edges, however, it often lacks quality. The biharmonic extension on the other hand is usually more costly [45], but yields very good mappings.

Coupling of the Navier-Stokes equations in ALE (19) to the elastic structure equation in Lagrangian formulation (17) is realized by variational principles: velocity, deformation and test-functions are globally defined on $\hat{\Omega}$, such that geometric, kinematic and dynamic conditions are built into the function spaces, see [36].

With these preparations, we can formulate the variational systems of Problems 1 and 2 in ALE coordinates:
Variational Formulation 1 (Long-Scale, ALE). Find the fluid velocity $\tilde{v}_f \in \mathcal{V}^n(\tau) + \mathcal{V}$, deformation $\tilde{u} \in \mathcal{W}$ and the pressure $\tilde{p}_f \in \mathcal{L}_f$, such that

$$
(\rho_f \tilde{f}_f \cdot \tilde{F}_f^{-1} \nabla \tilde{v}_f, \tilde{\phi})_{\tilde{f}} + (\tilde{f}_f \tilde{F}_f^{-T} \nabla \tilde{\phi}, \tilde{\phi})_{\tilde{f}} + (\tilde{F}_f \Sigma_c, \nabla \tilde{\phi})_{\tilde{f}} = 0 \quad \forall \phi \in \mathcal{W},
$$

$$
(\text{div}(\tilde{f}_f \tilde{F}_f^{-1} \tilde{v}_f), \tilde{\xi})_{\tilde{f}} = 0 \quad \forall \tilde{\xi} \in \mathcal{L}_f,
$$

where the extension $\tilde{u}_f$ is defined as

$$
(\nabla \tilde{u}_f, \nabla \tilde{\phi})_{\tilde{f}} = 0 \quad \forall \tilde{\phi} \in \mathcal{W},
$$

in the case of the harmonic extension. For the biharmonic extension, we use

$$
(\hat{\tilde{w}}_f, \tilde{\chi})_{\tilde{f}} - (\nabla \tilde{u}_f, \nabla \tilde{\chi})_{\tilde{f}} + (\nabla \hat{\tilde{w}}_f, \nabla \tilde{\chi})_{\tilde{f}} = 0 \quad \forall \{\tilde{\phi}_f, \tilde{\chi}_f\} \in \mathcal{W} \times \mathcal{W}.
$$

The elastic deformation gradient is defined as in (13) depending on the concentration of foam cells. The latter one is defined by the ODE

$$
\partial \epsilon_c \epsilon_c = \gamma(s; \xi), \quad \epsilon_c(0) = 0.
$$

The function spaces are given by

$$
\mathcal{V} = [H_0^1(\Omega; \tilde{\tilde{\tilde{\Gamma}}})]^2, \quad \mathcal{L}_f = L^2(\tilde{\tilde{\tilde{\Gamma}}}),
$$

$$
\mathcal{W} = [H_0^1(\Omega; \tilde{\tilde{\tilde{\Gamma}}})]^2, \quad \mathcal{W}_f = [H_0^1(\tilde{\tilde{\tilde{\Gamma}}})]^2, \quad \mathcal{W}_f = [H^1(\tilde{\tilde{\tilde{\Gamma}}})]^2.
$$

Remark 3.1 (Biharmonic mesh model). We have chosen a mixed formulation for the biharmonic extension, such that an efficient discretization with simple $C^0$-conforming finite elements is possible.

Next, and in a similar fashion, we can define the ALE formulation of the short-scale Problem 2:

Variational Formulation 2 (Short-Scale, ALE). For $\tau \geq 0$ days let $\epsilon_c := \epsilon_c(\tau)$ be given. Find the velocity $\tilde{v} \in \mathcal{V}$, deformation $\tilde{u} \in \mathcal{W}$ and the pressure $\tilde{p} \in \mathcal{L}_f$, such that

$$
(\rho \tilde{f}_f \cdot \tilde{F}_f^{-1} \nabla \tilde{v}_f - \partial \epsilon_c \tilde{u}_f + \tilde{\phi}), \tilde{\phi})_{\tilde{f}} + (\tilde{f}_f \tilde{F}_f^{-T} \nabla \tilde{\phi}, \tilde{\phi})_{\tilde{f}} + (\tilde{F}_f \Sigma_c, \nabla \tilde{\phi})_{\tilde{f}} = 0 \quad \forall \phi \in \mathcal{W},
$$

$$
(\text{div}(\tilde{f}_f \tilde{F}_f^{-1} \tilde{v}_f), \tilde{\xi})_{\tilde{f}} = 0 \quad \forall \tilde{\xi} \in \mathcal{L}_f,
$$

The extension $\tilde{u}_f$ as well as the function spaces are defined as in Formulation 1. For the velocity, we use the global space

$$
\mathcal{V} = [H_0^1(\hat{\Omega}; \hat{\Gamma}^{\text{in}}) \cup \hat{\Gamma}_s)]^2,
$$

the test space $\mathcal{L}_s$ is defined by

$$
\mathcal{L}_s := L^2(\hat{\Omega}).
$$

3.2 The coupled model in the fully Eulerian formulation

In this section, we derive an Eulerian formulation of the governing equations. Our approach is based on the fully Eulerian approach presented by Dunne\cite{19} for fluid-structure interactions; see also\cite{20,31,35,36,39,46}. Transformation to the current configuration $\mathcal{V}(t)$ is accomplished by transformation of integrals and derivatives in the variational formulation. First, by $u_s(x, t) := \ldots$
\( \hat{\mathbf{u}}(\hat{\mathbf{x}}, t) \) we denote the Lagrangian counterpart of the deformation, such that \( \hat{\mathbf{x}} = \mathbf{x} - \mathbf{u}_t(x, t) \). We denote this mapping by

\[
T_\tau : \Omega(t) \to \hat{\Omega}, \quad T_\tau(x, t) := x - \mathbf{u}_t(x, t).
\]

Furthermore, we denote the deformation gradient by \( \mathbf{F}_s := \mathbf{I} - \nabla \mathbf{u}_s \) and its determinant by \( J_s := \det \mathbf{F}_s \). Applying the chain rule to the relation \( T_\tau \circ \hat{T}_s = \text{id} \), we get the important relation

\[
\mathbf{F}_s = \hat{\mathbf{F}}^{-1}_s, \quad J_s = \hat{J}^{-1}_s.
\]

As before, the Eulerian deformation gradient is split into a growth part and an elastic part. We denote this mapping by

\[
F_s = \hat{F}^{-1}_s = \hat{F}^{-1}_g \hat{F}^{-1}_e = : F_g F_e.
\]

Although a direct modeling in Eulerian coordinates is possible, we derive the Eulerian solid model by a mapping of the Lagrangian formulation to the Eulerian system:

\[
J_s \rho \left( \partial_t \mathbf{v}_s + \mathbf{v}_s \cdot \nabla \mathbf{v}_s \right) - \text{div} \left( J_s \mathbf{F}_e^{-1} \Sigma_e \mathbf{F}_e^{-T} \right) = 0 \quad \text{in} \mathcal{G}(t),
\]

where the Eulerian description of the 2nd Piola-Kirchhoff stress is given by

\[
\Sigma_e := 2 \mu \mathbf{E}_e + \lambda \text{tr}(\mathbf{E}_e) \mathbf{I}, \quad \mathbf{F}_e := \frac{1}{2} (\mathbf{F}_g^{-T} \mathbf{F}_e^{-1} - \mathbf{I}).
\]

**Remark 3.2** (Piola Transform and Growth). In (29), we have used the Piola transform \( \text{div}(J_s \mathbf{F}_e^{-1} \Sigma_e \mathbf{F}_e^{-T}) \) of \( \hat{\mathbf{F}}, \Sigma_e \). The determinant \( J_s \) as well as the deformation gradient \( \mathbf{F}_e^{-T} \) stem from the transformation from the Lagrangian to the Eulerian coordinate system. The Piola transformation can be derived by integral transformation of the variational formulation to the Eulerian system using \( \hat{T}(t) : \mathcal{V} \to \mathcal{V}(t) \):

\[
(\hat{\mathbf{F}}, \hat{\Sigma}_e, \nabla \hat{\phi}) \phi = (J_s \mathbf{F}_e^{-1} \Sigma_e, \nabla \phi \mathbf{F}_e^{-1}) \phi(\mathcal{G}(t)).
\]

By the relations \( J_s = J_f \mathbf{F}_g \) and \( \mathbf{F}_e^{-1} = \mathbf{F}_e^{-1} \mathbf{F}_g^{-1} \), we can define the symmetric Eulerian Cauchy stress tensor of the Saint Venant Kirchhoff solid

\[
J_s \mathbf{F}_e^{-1} \Sigma_e \mathbf{F}_e^{-T} = J_s J_f \mathbf{F}_e^{-1} \Sigma_e \mathbf{F}_e^{-T} \mathbf{F}_g^{-T} = J_s \sigma_e \mathbf{F}_g^{-T}.
\]

### 3.2.1 Solid growth in Eulerian coordinates

Next, we carry over the growth model to the Eulerian representation with takes place at the long time scale \( \tau \) (days). We will use again the simple isotropic growth model

\[
\hat{\mathbf{F}}_g = \hat{\mathbf{g}} \mathbf{I}
\]

and define the Eulerian growth function \( \mathbf{g} \) by setting \( \mathbf{g}(\hat{\mathbf{x}}, \tau) = \hat{\mathbf{g}}(\hat{\mathbf{x}}, \tau) \). By the relation \( \hat{\mathbf{F}}_g = \mathbf{F}_g^{-1} \), it holds that

\[
\mathbf{F}_g = \mathbf{g}^{-1} \mathbf{I}.
\]

By the decomposition (28), it follows that

\[
\mathbf{F}_e = \mathbf{F}_g^{-1} \mathbf{F}_s = \mathbf{g} \mathbf{F}_s, \quad J_e = \mathbf{g}^2 J_s.
\]
The complete Eulerian stresses are given by
\[ j_\alpha^i \sigma^j \mathbf{F}^T = j_\alpha^i F^{i-1} \Sigma_j \mathbf{F}^{j-1} = g^{-1} j_\alpha^i F^{i-1} (2\mu \epsilon + \lambda_\alpha \text{tr}(\epsilon_\alpha) \mathbf{I}) \mathbf{F}^{j-1}, \]
with the Eulerian elastic strain tensor
\[ E \epsilon = \frac{1}{2} (g^{-2} F_{i}^{j-1} F_{i}^{j} - I). \]

Finally, we derive the equation of mass conservation in Eulerian coordinates. We assume, that homogeneous material with the same parameters is added, such that the density is constant \( \hat{\rho}_g = \hat{\rho}_0 \). Hence, if \( m(V) \) is the mass of the reference state, \( m(\hat{V}_g) \) is the mass of the grown material, which is conserved in the current configuration \( V \)
\[ m(\hat{V}) = \int_{\hat{V}} \hat{\rho}_g \, d\hat{x}, \quad m(\hat{V}_g) = \int_{\hat{V}_g} \hat{\rho}_0 \, d\hat{x} = \hat{\rho}_0 \int_{\hat{V}} \hat{\rho}_g \, d\hat{x}, \]
where \( \hat{\rho}_g \) is the determinant of the growth part, such that for the density \( \rho \) of the current configuration it holds
\[ \rho = \hat{\rho} = g^2 \hat{\rho}_0 J. \]

### 3.2.2 Complete formulation in Eulerian coordinates

**Variational Formulation 3** (Long-Scale, Fully Eulerian). Find the velocity \( v_f \in \mathcal{V}_f(\tau) + \mathcal{V}_r \), deformation \( u \in \mathcal{W}_f \) and pressure \( p_f \in \mathcal{L}_f \), such that
\[ (\rho_f v_f \cdot \nabla v_f, \phi) = (\sigma_f \nabla \phi, \phi) + (J_\alpha^i \sigma^j \mathbf{F}^{i-1} \mathbf{F}^{j-1} \nabla \phi, \phi) \quad \forall \phi \in \mathcal{W}_f, \]
\[ \text{div} (v_f, \xi_f) = 0 \quad \forall \xi_f \in \mathcal{L}_f. \]
The elastic deformation gradient is defined in (35). Accumulation of foam cells is described by the ODE
\[ \partial_t \varepsilon_s = \gamma(\sigma_{\text{WS}}, \tau). \]
The function spaces are defined as
\[ \mathcal{V}_f = [H^1_0(\mathcal{F}(\tau); \Gamma_\alpha(\tau) \cup \Gamma^m_\alpha)]^2, \quad \mathcal{L}_f = L^2(\mathcal{F}(\tau)), \]
\[ \mathcal{W}_f = [H^1_0(\Omega(\tau); \Gamma^m_\alpha \cup \Gamma_s)]^2, \quad \mathcal{W}_r = [H^1_0(\mathcal{Y}(\tau); \Gamma^m_\alpha \cup \Gamma_s)]^2. \]
The short-scale problem is given by

**Variational Formulation 4** (Short-Scale, Fully Eulerian). For \( \tau \geq 0 \) days, Find the velocity \( v \in \mathcal{V}^m(t) + \mathcal{V}, \) deformation \( u \in \mathcal{W}_r \) and pressure \( p_f \in \mathcal{L}_f \), such that
\[ (\rho_f (\partial_t v + v \cdot \nabla v), \phi) = (\sigma_f \nabla \phi, \phi) + (J_\alpha^i \sigma^j \mathbf{F}^{i-1} \mathbf{F}^{j-1} \nabla \phi, \phi) \quad \forall \phi \in \mathcal{W}_f, \]
\[ \text{div} (v_f, \xi_f) = 0 \quad \forall \xi_f \in \mathcal{L}_f, \]
\[ (\partial_t u + v \cdot \nabla u - v, \phi) = 0 \quad \forall \psi \in \mathcal{W}_r. \]
The elastic deformation gradient is defined in (35) and the growth function \( g(\tau) \) is set constant within the short time scale. The function spaces are given as in the previous problem with exception of the global velocity space
\[ \mathcal{V} = [H^1_0(\mathcal{F}(t) \cup \Gamma_\alpha(t) \cup \mathcal{Y}(t); \Gamma^m_\alpha \cup \Gamma_s)]^2. \]
3.2.3 Interface capturing

The previous two variational formulations 3 and 4 are both of interface-capturing type. The two subproblems, fluid and solid, are given on the moving domains $\mathcal{F}(t)$ and $\mathcal{S}(t)$ that share a moving interface $\Gamma_i(t)$. To close the system, we have to specify an interface-capturing technique in order to decide whether a point $x$ belongs to the solid or the fluid domain. Therefore, we use the Initial Point Set (IPS)\cite{19}. The IPS method makes use of the fact that a map between the current configuration $\mathcal{S}(t)$ and the initial domain $\mathcal{S}(0)$ is naturally given by the solid deformation $u_s$. This can be used in order to obtain the domain affiliation, see Figure 3. We define the IPS function

$$
\Phi_{\text{IPS}}(x, t) = \begin{cases} 
    x - u_s(x) & x \in \mathcal{S}(t), \\
    x - \text{ext}(u_s)(x, t) & x \in \mathcal{F}(t),
\end{cases}
$$

with a suitable extension operator from the solid domain $\mathcal{S}(t)$ to $\mathcal{F}(t)$. In practice, it is sufficient to define the extension in a small layer of fluid cells near the interface\cite{35,36}. With the IPS function, we can decide the domain affiliation by the relation

$$
\Phi_{\text{IPS}}(x, t) \in \mathcal{S}(0) \iff x \in \mathcal{S}(t).
$$

In contrast to Level Set Methods\cite{34} this can be done without solving an additional equation. Furthermore, the IPS method is also able to cope with sharp edges\cite{19,36}.

4 Discretization

4.1 Temporal discretization

Temporal discretization is based on the Rothe method; i.e., the variational Formulations 2 and 4 are first discretized in time via a One-Step-$\theta$ scheme. Specifically, we choose in this paper $\theta = 1$, leading to the implicit A-stable backward Euler time-stepping scheme.

4.2 Spatial discretization of ALE-FSI

For discretization, we use a Galerkin finite element scheme on a mesh consisting of quadrilaterals. We use two different codes in order to test our developments. In Gascoigne 3d\cite{4}, we use equal-order finite elements with LPS-stabilization\cite{3} for the ALE approach and edge stabilization\cite{11} for the Eulerian approach. In deal.II\cite{2} (using the fsi-template\cite{47}), we employ the $Q^2_c/P^1_d c$ element for the fluid part, which is inf-sup stable and locally mass conserving. Consequently, no pressure stabilization is needed. The solid is discretized with $Q^2_e$ elements.
4.3 A locally modified finite element scheme for the fully Eulerian approach

For the Eulerian approach, we use a modified discretization scheme which is able to resolve the dynamics in the interface region accurately. Using interface capturing methods, the fluid-structure interface typically moves over a fixed background mesh. The mesh cells that are cut by the interface lie partly in the fluid domain, partly in the solid domain. Without further adjustment of the mesh or enrichment of the local finite element space, this leads to a poor approximation in the interface cells and may give rise to stability problems. To avoid these problems, we use a modified finite element scheme\[22\] in the interface cells. Our approach fits both into the frameworks of a fitted finite element approach and an enrichment strategy.

The key idea is to use a fixed background mesh consisting of patches \( P \in \Omega_h \). Each patch that is not cut by the interface consists of 4 quadrilaterals. If it is cut by the interface, however, we divide the patch into 8 triangles in such a way that the interface is resolved properly, see Figure 4.

We have to distinguish between four cases (Figure 5): A patch might be cut at two opposite edges (A) or two adjacent edges (B). Furthermore, the cut might go through one edge and one vertex (C) or through two vertices (D). We adjust the edge midpoints and the midpoint of the cell in such a way that the interface is resolved in a linear approximation.

On this triangulation \( \Omega_h^{\ell} \), we define the finite element trial space \( V_h \subset H^1_0(\Omega) \) as an iso-parametric space. If a patch is not cut by the interface, we use the standard space of bilinear functions (bilinear on each of the four sub-quads) for both reference element transformation and the finite element basis. If a patch \( P \in \Omega_h \) however is cut, we use piecewise linear functions (linear on each of the eight triangles) for transformation and basis.

The arising cells can become arbitrarily anisotropic for \( r,s \to 0,1 \) (Figure 5). We can guarantee, however, that a maximum angle condition remains valid. This enables us to show optimal error estimates of second order for elliptic problems\[22\]. No matter if the patch is cut or not, the local finite element approximation on each patch is defined by 9 local degrees of freedom. Therefore the total number of degrees of freedom and the structure and connectivity of the system matrix remain unchanged for all time steps.
5 Numerical Tests

In this final section, we test the proposed approaches. We compare the ALE approach with the fully Eulerian method as well as a temporal two-scale approach with a pure long-scale calculation. The objectives of these studies are threefold:

- Comparing the two variational approaches: ALE and fully Eulerian with respect to accuracy, convergence and ability to simulate large deformation;
- Showing the capability of the fully Eulerian approach to model closure;
- Investigation of a temporal two-scale algorithm and comparison with a simple long-scale calculation.

In Section 5.1 we start by discussing the long-scale case, Problem 1, only. Here, we will in particular analyze the coupled growth-fsi model and the convergence behavior of the different numerical schemes in certain functionals, such as wall deformation, vorticity and wall stress.

The long-scale problem uses an averaged inflow velocity profile and underestimates the wall stress in main stream direction. As this output directly enters the growth model, it has a significant impact on the coupled model. Hence, in Section 5.2, we propose a long-scale/short-scale algorithm, where subsequent runs of the short-scale problem, Problem 2, are included to achieve better estimates for the wall stress, entering the long-scale problem.

Problem setting

As geometry we use a channel of length 10 cm and an initial width $\omega(0)$ of 2 cm as illustrated in Figure 1. The solid parts on the top and bottom have an initial thickness of 1 cm each. Fluid density and viscosity are given by $\rho_f = 1 g/cm^3$ and $\nu_f = 0.3 cm^2/s$. The solid parameters are given by $\rho_s = 1 g/cm^3$ and the Lamé parameters $\mu_s = 10^4$ and $\lambda_s = 4 \cdot 10^4 dyne/cm^2$. We prescribe a pulsating velocity inflow profile on $\Gamma^f$ given by

$$v^i(t,x,y) = \frac{3}{2} \begin{pmatrix} v^i(t)(1-y^2) \\ 0 \end{pmatrix}, \quad v^i(t) = (\varepsilon_\omega + 5\omega(t))(1 + \sin(2\pi t))cm/s, \quad (42)$$

depending on the minimal width of the channel $\omega(t)$ (see Figure 1). The parameter $\varepsilon_\omega$ is used to control the minimum flow rate and will be specified below. These parameters are chosen such that the temporal dynamics of the coupled problem are close to a real plaque growth situation. The remaining boundary conditions are specified in (5) and (7). For the growth, we specify a function that depends on the concentration of foam cells $c_*$ that is defined by the ODE (2). We assume that growth is centered around the middle part of the vessel

$$\hat{g}(\hat{x},\hat{y},\tau) = 1 + c_*(\tau)exp\left(-\hat{x}^2\right)\left(2 - |\hat{y}|\right), \quad \hat{F}_g(\hat{x},\hat{y},\tau) := \hat{g}(\hat{x},\hat{y},\tau)I. \quad (43)$$

Growth $\hat{g}$ and inflow rate $v^i$ depend implicitly on the solution. As the configuration is symmetric in the vertical direction, we can restrict the simulation domain to the lower half of the geometry.

5.1 Long-Scale Problem

The long-scale problem is driven by a parabolic inflow profile with an average inflow rate $\bar{v}^i(t)$. We use the averaged inflow profile (42):

$$\bar{v}^i(t) = (\varepsilon_\omega + 5\omega(t))cm/s. \quad (44)$$

We discretize the coupled system by a splitting in time and approximate the long-scale problem by the following iteration:
Algorithm 1: Long-Scale Iteration

Initialize $v^0 = 0, u^0 = 0, g^0 = 0$ and the vessel-width $\omega^0 = 2$. Set time-step $k_l = 0.1$ days = 8640 s. Iterate for $n = 1, 2, \ldots$

1. Solve quasi-stationary Long-Scale Problem 1:
   \[ \{c_n^{n-1}, \omega_n^{n-1}\} \rightarrow \{v^n, u^n, p^n\} \]

2. Compute the vessel width in point $A(\tau_n)$
   \[ \omega^n = 2 - 2u_{s,2}^n(A(\tau_n), \tau_n) \]

3. Compute the wall stress in main stream direction
   \[ \sigma_{WS}^n = \int_{\Gamma_i} |\sigma_f(v^n, p^n)n \cdot e_1| \, d\Gamma \quad (45) \]

4. Update the foam cell concentration
   \[ c_i^n = c_i^{n-1} + k_l \gamma_0 \left(1 + \frac{\sigma_{WS}^n}{\sigma}\right)^{-1} \]

Here and in the following $u_{s,2}$ denotes the second (vertical) component of the solid displacement $u_s$.

5.1.1 Long-Scale with $\epsilon_\omega = 0.1$ cm/s

For our first study we choose a minimum inflow velocity of $\epsilon_\omega = 0.1$ cm/s. At first, we compare results obtained with the fully Eulerian approach on a grid with 4096 patches with results obtained by an ALE approach on a grid with 2560 patches. In Figure 6 we show the course of different functionals over time: the wall stress in main stream direction on the vessel wall $\Gamma_i$ (45), the channel width $\omega(\tau_n) = 2 - 2u_{s,2}(A(\tau_n))$ in the center of growth $A(\tau_n)$ (see Figure 1), the vorticity of the solution in the $L^2$-norm and the outflow at the right boundary defined by

\[ J_{vort} = \int_{\partial(\tau)} (\partial_2 v_1 - \partial_1 v_2)^2 \, d\mathbf{x}, \quad J_{out} = \int_{\Gamma_{out}} v \cdot n \, d\Gamma. \quad (46) \]

The functional values for the ALE method (harmonic and biharmonic extension) and the fully Eulerian approach show very good agreement. Using the harmonic extension, the ALE method broke down at $\tau = 63.2$ days due to degeneration of mesh cells, with the biharmonic extension, we were able to obtain results up to $\tau = 109.3$ days.

The fully Eulerian method, on the other hand, was able to yield reliable results until the channel was almost closed. As the inflow velocity is bounded from below by $\epsilon_\omega = 0.1$ cm/s and as the fluid is incompressible, a passage must always remain. As higher wall stresses slow down plaque growth, see (2), the vertical displacement approaches a limit. However, increasing fluid-dynamical forces cause strong horizontal deflections that finally result in a break-down of the simulation at time $t = 160.1$ days.

As the results for the ALE method with harmonic and biharmonic extension are nearly identical until time $\tau = 63.1$ days, we will not show the harmonic variant anymore in the following tests.

In Figure 7, we show the deformed meshes at time $\tau = 109.3$ days for the ALE approach with
biharmonic mesh deformation and the fully Eulerian approach. In the case of the biharmonic ALE approach, this was the last mesh before the calculation broke down.

Next, we study convergence with respect to the spatial grid size $h$ for both the fully Eulerian and the ALE technique in Table 1. For the fully Eulerian approach, we use $Q_1$ equal-order elements and meshes with 256, 1024 and 4096 patch elements. For the ALE approach we use $Q_2/P_{dc}^d$ elements and choose slightly coarser meshes for a fair comparison.

We evaluate the functionals at $\tau = 50$ days. The functional values for the ALE and the fully Eulerian approach converge roughly against the same values. Small differences are due to time discretization (the time step has been chosen 0.1 days) and the fact that in the ALE method, the deformation enters implicitly which means that the deformation $u^n$ at time $\tau_n$ defines the domains $F^n, S^n$, while in the fully Eulerian method, we apply the deformation explicitly, which means that the deformation $u^n$ at time $\tau_n$ determines the domains $F^{n+1}, S^{n+1}$ in the next time step.

Furthermore, we estimate the convergence order for all of the functionals, see Table 1. Besides the wall stress, all estimated convergence orders lie between linear and quadratic convergence and the ALE and the fully Eulerian approach converge similarly. The ALE approach, however, seems to yield better values already on very coarse grids. Furthermore, the ALE approach shows faster convergence in the wall stress functional. The reason for this better performance is the use of inf-sup stable $Q_2/P_{dc}^d$ elements in the case of ALE, which is not yet possible with the parametric interface approximation scheme described in Section 4.3, where stabilized $Q_1 - Q_1$ elements are used.
Figure 7. Biharmonic deformation (on top) close to break-down at $\tau = 109.3$ days and zoom-in at right. On the bottom the corresponding meshes at the same time instance $\tau = 109.3$ days for the fully Eulerian approach are provided.

<table>
<thead>
<tr>
<th>#patches</th>
<th>Wall Stress</th>
<th>Width</th>
<th>Vorticity</th>
<th>Outflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler 256</td>
<td>$1.033 \cdot 10^2$</td>
<td>1.092</td>
<td>$3.408 \cdot 10^3$</td>
<td>9.251</td>
</tr>
<tr>
<td>1024</td>
<td>$1.050 \cdot 10^2$</td>
<td>1.064</td>
<td>$3.457 \cdot 10^3$</td>
<td>9.547</td>
</tr>
<tr>
<td>4096</td>
<td>$1.060 \cdot 10^2$</td>
<td>1.052</td>
<td>$3.472 \cdot 10^3$</td>
<td>9.648</td>
</tr>
<tr>
<td>Extrapol.</td>
<td>$1.074 \cdot 10^2$</td>
<td>1.047</td>
<td>$3.479 \cdot 10^3$</td>
<td>9.700</td>
</tr>
<tr>
<td>Conv.</td>
<td>$0.77$</td>
<td>1.81</td>
<td>1.71</td>
<td>1.55</td>
</tr>
<tr>
<td>ALE 160</td>
<td>$1.087 \cdot 10^2$</td>
<td>1.033</td>
<td>$3.527 \cdot 10^3$</td>
<td>9.892</td>
</tr>
<tr>
<td>640</td>
<td>$1.076 \cdot 10^2$</td>
<td>1.037</td>
<td>$3.515 \cdot 10^3$</td>
<td>9.849</td>
</tr>
<tr>
<td>2560</td>
<td>$1.073 \cdot 10^2$</td>
<td>1.038</td>
<td>$3.510 \cdot 10^3$</td>
<td>9.834</td>
</tr>
<tr>
<td>Extrapol.</td>
<td>$1.072 \cdot 10^2$</td>
<td>1.039</td>
<td>$3.506 \cdot 10^3$</td>
<td>9.826</td>
</tr>
<tr>
<td>Conv.</td>
<td>$1.87$</td>
<td>1.49</td>
<td>1.26</td>
<td>1.52</td>
</tr>
</tbody>
</table>

Table 1. Convergence of functional values at $t = 50$ days on three different grids for the fully Eulerian and the ALE approach. We indicate estimated convergence rates and extrapolated values.

5.1.2 Long-Scale with $\varepsilon_{\omega} = 0$ cm/s

An interesting aspect from a modeling point of view is the question of whether the channel closes completely or whether a small layer of fluid remains between the vessel walls. As discussed before, a complete closure of the channel is not possible as long as the inflow rate $\varepsilon_{\omega}$ is positive.

To study closure, we decrease the minimal inflow velocity $\varepsilon_{\omega}$ from 0.1 to 0 and the velocity inflow by a factor of 10 to

$$v_{in}^1(\tau) = 0.15 \cdot (5\omega(\tau))(1 - y^2) \text{ cm/s}.$$  \hspace{1cm} (47)

In this configuration, the flow through the narrow part of the channel will be considerably smaller when the channel is almost closed. This has two important effects: First, fluid forces acting against the growth of the solid are much smaller. Secondly, the wall stress becomes smaller which has a strengthening impact on the solid growth in our model. Altogether, this has the effect that the growth is much faster. Furthermore, in our simulation the channel closes completely at time $\tau = 55.8$ days.

In Figure 8, we show plots of the channel width and the vorticity over time. In contrast to the larger inflow velocity studied above, the fluid forces (e.g. the vorticity) decrease after $\tau \approx 40$ days which makes the closure of the channel possible. In Figure 9, we show the last mesh obtained...
with the fully Eulerian approach (τ = 55.8 days) where the channel is completely closed. The ALE calculation (with biharmonic extension) broke down at time τ = 40.6 days.

5.2 Long-Scale/Short-Scale Problem with $\varepsilon_\omega = 0.1 \text{ cm/s}$

In the previous section, we have advanced the growth-function (2) by

$$c_i^n = c_i^{n-1} + k\gamma_0 (1 + \sigma_{WS}^n / \bar{\sigma}^{-1})^{-1}, \quad (48)$$

where $\sigma_{WS}^n$ is the wall stress in main stream direction estimated from the quasi-stationary fsi-solution at time $\tau_n$ that was obtained using the averaged inflow profile (42). We will see, that this value is only a very coarse prediction compared to the averaged wall stress of the short-scale problem. Hence, to enhance the quality of the coupled solution, we propose and study the following algorithm:
Algorithm 2: Long-Scale/Short-Scale Iteration

Initialize $\mathbf{v}^0 = 0$, $\mathbf{u}^0 = 0$, $\mathbf{g}^0 = 0$ and the vessel-width $\omega^0 = 2$. Set time-step $k_l = 1 \text{ day} = 86400 \text{ s}$. Iterate for $n = 1, 2, \ldots$:

1.a) Solve quasi-stationary Long-Scale Problem 1:

$$\{c^n_{s-1}, \omega^n_{s-1}\} \to \{\mathbf{v}^n, \mathbf{u}^n, p^n\}$$

1.b) Compute the vessel width in the point $A(\tau_n)$

$$\omega^n = 2 - 2u^n_s(A(\tau_n), \tau_n)$$

2.a) Set $\mathbf{v}^{s, 0} = \mathbf{v}^n$, $\mathbf{u}^{s, 0} = \mathbf{u}^n$ and solve the short-scale problem 2 in $I_n = [\tau_n \text{ days}, \tau_n \text{ days} + 1 \text{ s})$

$$\{\mathbf{v}^{s, m}, \mathbf{u}^{s, m}, c^{n, m}_{s}, \omega^n_{s}\} \to \{\mathbf{v}^{s, m}, \mathbf{u}^{s, m}, p^{s, m}\}, m = 1, \ldots, N_s$$

2.b) Compute average wall stress in main stream direction

$$\sigma^n_{WS} = \frac{1}{N_s} \sum_{m=1}^{N_s} \int_{I^n_s} \sigma_f(\mathbf{v}^{s, m}, p^{s, m}) \mathbf{n} \cdot \mathbf{e}_1 \, d\mathbf{o}$$

2.c) Update the foam cell concentration

$$c^n_s = c^{n-1}_s + k_l \gamma_5 \left(1 + \frac{\sigma^n_{WS}}{\bar{\sigma}} \right)^{-1}$$

Remark 5.1 (Long-Scale - Long-Scale/Short-Scale). The only difference between the two algorithms is the computation of the wall stress. In Section 5.1, $\sigma^n_{WS}$ is computed based on the long-scale solution using an averaged inflow velocity $\mathbf{v}^{in}$, whereas in the present section, the wall stress is computed as average of the short-scale solution in $I_n = [\tau_n \text{ days}, \tau_n \text{ days} + 1 \text{ s})$ using a pulsating flow. We expect (and see) differences, as the dependency of the wall stress on the inflow profile is strongly nonlinear, such that the kind of averaging has an impact. Due to the high computational cost of the non-stationary small-scale problem, which has to be solved once in every long-scale step, we enlarge the step-size of the long-scale problem to $k_l = 1 \text{ day}$. Using $k_s = 0.02 \text{ s}$ for the short-scale problem, 50 time-steps are required to evaluate a prediction of the wall stress in every cycle.

Remark 5.2. Algorithm 2 can be considered as a staggered partitioned approximation to the coupled problem. The quasi-stationary long-scale problem in Step 1.a), i.e. the propagation of the plaque growth, is solved by explicitly using the foam cell concentration from the last time-step. Then, in Step 2.a), a new prediction of the effective wall stress is solved by neglecting the propagation of the foam cell concentration. Regarding the very short time-span of some seconds used to predict this short-term effects, this simplification is adequate. An improvement of this algorithm is possible by iterating the two sub-steps of the Algorithm. This would increase the stability of the resulting scheme and furthermore allow to use second-order time-stepping methods for the two sub-problems. This, however, is subject to ongoing research.

5.2.1 Analysis of the Short-Scale problem

We start the analysis by comparing the effect of the short-scale stress prediction. In Figure 10 we show the dynamic wall stress over three cycles of the heart beat $\delta t = 3 \text{ s}$. The channel width was
taken from the long-term simulation at time $\tau = 50$ days. Initial values for $\mathbf{v}_s, \mathbf{u}_s, \omega$ and $\epsilon_s$ have been calculated in advance by solving the long-scale problem. The minimum inflow velocity is again set to $\epsilon_\omega = 0.1$ cm/s as in Section 5.1.1. In Figure 10, we compare the average of the wall stress as estimated from the dynamic short-term simulation with the wall stress coming from the long-term simulation. It turns out that using the long-term value, we have an underestimation of about 30%. The short-term results differ only marginally between the ALE and the Eulerian formulation.

In Table 2, we study convergence of the short-scale problem with respect to time discretization. We compare the locally computed mean wall stress calculated by one cycle $I_n = [\tau_n \text{ days}, \tau_n \text{ days} + 1 \text{s}]$ of the periodic inflow to the mean calculated from 3 cycles $I_n = [\tau_n \text{ days}, \tau_n \text{ days} + 3 \text{s}]$ and for both the ALE and the fully Eulerian method. The values for 1 and 3 cycles differ by 1.8% and 2.8%. Considering the computational cost of these short-scale computations, it seems justifiable to use only one cycle for a full long-scale/short-scale calculation. We note that this short averaging period might not be enough in the case of a more complex growth model or a full three-dimensional configuration. The values obtained for ALE calculations and the fully Eulerian approach are also within reasonable agreement.

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>Euler, 1 cycle</th>
<th>Euler, 3 cycles</th>
<th>ALE, 1 cycle</th>
<th>ALE, 3 cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>$1.353 \cdot 10^2$</td>
<td>$1.379 \cdot 10^2$</td>
<td>$1.379 \cdot 10^2$</td>
<td>$1.409 \cdot 10^2$</td>
</tr>
<tr>
<td>0.02</td>
<td>$1.348 \cdot 10^2$</td>
<td>$1.372 \cdot 10^2$</td>
<td>$1.358 \cdot 10^2$</td>
<td>$1.398 \cdot 10^2$</td>
</tr>
<tr>
<td>0.01</td>
<td>$1.342 \cdot 10^2$</td>
<td>$1.367 \cdot 10^2$</td>
<td>$1.354 \cdot 10^2$</td>
<td>$1.389 \cdot 10^2$</td>
</tr>
</tbody>
</table>

Figure 10. Dynamic wall stresses of the short-term problem and average values (dashed red and blue lines). Comparison with the wall stress of the long-term problem (dashed black line).
5.2.2 Analysis of the coupled Long-Scale/Short-Scale problem

Finally, we compare the pure long-scale strategy with the two-scale approach in a long-term simulation. In Figure 11, we plot the channel width and the wall stress over time. As mentioned above, the pure Long-Scale approach underestimates the wall stress in the beginning. Thus, the solid grows significantly faster (which on the other hand has a positive effect on the wall stress such that the plots cross at $\tau \approx 70$ days). A bisection of the channel width is reached at $\tau \approx 56$ days when using the coupled model compared to $\tau \approx 48$ days when using the pure Long-Scale approach in Section 5.1.1. This is a discrepancy of 17%.

As seen before, the channel width reaches a limit $\omega(\tau) \approx 0.15$ cm at $\tau \approx 160$ days. With the two-scale approach, the channel closes slower and a limit is reached at $\tau \approx 190$ days with a channel width $\omega(\tau) \approx 0.11$ cm. Again, the ALE and the fully Eulerian method show reasonable agreement up to the time where the ALE mesh degenerates.

6 Conclusions

In this article, we first developed two schemes for mechano-chemical fluid-structure interactions with active solid growth in terms of the ALE and the fully Eulerian approach. We could show that both approaches are in very good agreement in the case of moderate growth and deformation. Where the emphasize is on closure and contact, the fully Eulerian formulation provides an elegant way in modeling using a fully monolithic setting. We demonstrate that, without remeshing techniques, ALE simulations suffer from mesh degeneration. Even by using a costly biharmonic mesh motion technique, monolithic ALE approaches fail.

Secondly, we introduced an efficient two-scale approach to simulate long-term processes with consideration of short-scale effects, where the latter cannot be resolved in detail. By incorporating effective parameters from small-scale computations in the long-scale problem, we obtained a significant variation in the coupled dynamics. Applying this two-scale approach to a plaque formation model, we could show a decrease of the growth rate by 17%. In contrast to this variation, discrepancies coming from different discretization techniques used for the ALE and the fully Eulerian approach are of lesser importance.

The studies presented in this paper are prototypical. It should be emphasized that the Eulerian approach can directly be applied to various large-deformation fluid-structure interaction and also mechano-chemical FSI problems. To tackle practical problems, the extension to 3D configurations...
will be necessary. From a modeling point of view, this is straightforward for both the ALE and the fully Eulerian approach. However, the extension of the locally modified finite element scheme as well as the computational complexity will be a particular challenge. Finally, temporal splitting schemes are of great importance in various applications such as weathering processes. This work contributes to further development into this direction.
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